Identification of ischemic heart disease via machine learning analysis on magnetocardiograms
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Abstract

Ischemic heart disease (IHD) is predominantly the leading cause of death worldwide. Early detection of IHD may effectively prevent severity and reduce mortality rate. Recently, magnetocardiography (MCG) has been developed for the detection of heart malfunction. Although MCG is capable of monitoring the abnormal patterns of magnetic field as emitted by physiologically defective heart, data interpretation is time-consuming and requires highly trained professional. Hence, we propose an automatic method for the interpretation of IHD pattern of MCG recordings using machine learning approaches. Two types of machine learning techniques, namely back-propagation neural network (BNN) and direct kernel self-organizing map (DK-SOM), were applied to explore the IHD pattern recorded by MCG. Data sets were obtained by sequential measurement of magnetic field emitted by cardiac muscle of 125 individuals. Data were divided into training set and testing set of 74 cases and 51 cases, respectively. Predictive performance was obtained by both machine learning approaches. The BNN exhibited sensitivity of 89.7\%, specificity of 54.5\% and accuracy of 74.5\%, while the DK-SOM provided relatively higher prediction performance with a sensitivity, specificity and accuracy of 86.2\%, 72.7\% and 80.4\%, respectively. This finding suggests a high potential of applying machine learning approaches for high-throughput detection of IHD from MCG data.
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1. Introduction

Heart diseases are the leading cause of death worldwide. Heart malfunction usually rises from ischemia due to inadequate blood supply to the cardiac muscles. Long-term deficiency of oxygen and nutrients of heart musculature leads to damage of cardiac tissue which ultimately culminates in heart attack and death. Early diagnosis of heart ischemia is critical to help reduce the mortality rate.

Electrocardiography (ECG) is traditionally used to monitor ischemic heart disease (IHD). It demonstrates the electrophysiological activity of heart via electrodes attached on the torso surface. However, in some circumstances, ECG may be normal in patients at rest during angina. Various advanced methods have been developed to improve diagnostic performance of cardiac abnormalities, such as myocardial perfusion scintigraphy and cardiac catheterization. Nonetheless, these techniques are invasive, time-consuming and require technical experts for operation. Therefore, a non-invasive and contact-free technique, namely magnetocardiography (MCG), has been developed.

MCG is a sensitive technique that monitors the magnetic field emitted by cardiac tissues. It has been considered as a promising alternative to traditional ECG since superconducting quantum interference device (SQUID) is used as contact-free probe [1–4]. This provides high reproducibility, less signal fluctuation and better spatial resolution over ECG [5–7]. MCG has been proven to be an efficient tool for many clinical applications. It is useful to monitor fetal heart activities and shows superior efficiency to determine myocardial infarction over
ECG [5,8–11]. Using MCG, coronary artery disease can potentially be detected in patient presenting acute chest pain [12]. Three-dimensional localization of myocardial lesion can also be visualized by magnetic mapping of MCG [13–15]. With fore-mentioned, interpretation of MCG remains a challenge since it requires highly experienced personnel and time-consuming.

Machine learning is a promising technique that explores previously unknown regularities and trends from diverse data sets by learning from sets of data and extrapolating the newfound knowledge on testing data [16–18]. This technique has widely been adopted for biomedical applications. Lymphocytic leukemia has successfully been identified using automatic morphological analysis via machine learning [19,20]. Normal, sickle or other abnormalities of erythrocytes can be classified by the combination of image feature analysis and machine learning procedures [21]. Furthermore, successful recognition of splice junction sites of human DNA sequences has been achieved via self-organizing map (SOM), the BNN and support vector machine (SVM) learning methods [18].

Recently, the machine learning has been applied as a tool for detection of cardiac diseases. Classification of arrhythmia from ECG data set has successfully been performed by OneR, J48 and Naïve Bayes learning algorithm [22,23]. Analysis of myocardial infarction can be achieved by SOM, the BNN and robust Bayesian classifiers [24,25]. As mentioned before, MCG provides better discriminating power between healthy and disease cases. Therefore, attempts at application of machine learning have preliminarily been performed with various algorithms on MCG by our group [26].

Herein, two machine learning methods, namely backpropagation neural network (BNN) and direct kernel self-organizing map (DK-SOM), have been demonstrated as representative of supervised and unsupervised learning techniques. Supervised learning involves learning by example pattern, while the unsupervised approach learns by discovering and adapting to structured features in the input patterns [27]. Therefore, we aim to demonstrate improved usage of the DK-SOM along with application of the BNN as tools for concurrent identification of myocardial ischemia from MCG.

2. Materials and methods

2.1. Subjects and data acquisition

MCG patterns were taken from 125 individuals. Among this, 55 patterns were from patients who had been clinically evaluated having myocardial ischemia. The remaining 70 individuals were healthy and show no evidences of cardiac abnormal symptom. The data from both patient and healthy subjects were randomly selected as training set (74 cases) and testing set (51 cases).

MCG data were acquired from 36 locations above the torso by making four sequential measurements in mutually adjacent positions. At each position, the cardiac magnetic field was recorded by nine sensors for 90 s using a sampling rate of 1000 Hz, resulting in 36 individual time series. For diagnosis of ischemia, MCG signal was recorded under default filter setting at 0.05–100 Hz. The post-processing was performed by applying digital low pass filter at 20 Hz [28,29]. For automatic classification, we used data from a time window between J-point and T-peak (J–T interval) of the cardiac cycle [30]. The J–T interval was subdivided into 32 evenly spaced points resulting in a set of 1152 descriptors from 36 MCG signals for each individual case. Therefore, the descriptors from 125 cases (testing and training) were used as input for IHD prediction (Fig. 1).

2.2. Overview of machine learning approaches

The BNN, also called multilayer perceptron, is a supervised learning method, where feeding of example input patterns together with target or output patterns is needed to train the learning network. A general BNN hierarchical network is illustrated in Fig. 2. It is comprised of one input layer, one or more hidden layers, and one output layer. Each layer contains a processing unit namely neurons or nodes [31], where the data computations and transformations take place. The connections among nodes of the layers are made for further processing and transferring of the computed data. The strength of the signal flow via each connection is expressed by a numerical value known as learning weight, wherein the path of knowledge flow is discovered. The learning process starts with a projection of each training data to each neuron in the input layer. The data are then transferred to the neurons of the hidden layer under the control of initial weights of learning, which are randomly generated and seeded to the connections. Each training pattern is propagated in a forward manner (layer-by-layer) until an output pattern is computed. Afterwards, the computed output is compared to the desired or the target output and an error value is determined. As the name infers, back-propagation neural network, the errors are fed in a backward manner (layer-by-layer) to adjust the synaptic weights of the learning network. The process is repeated several times for each pattern in the training set until the total output error converges to a minimum or until a setting limit is reached during the training iterations [27].

The DK-SOM is referred to as a traditional SOM applied on kernel transformed data. Prior to processing through SOM, the input data are introduced to the kernel transformation procedures. Kernel transformation is a class of pattern recognition algorithm, which searches for similarity among the features of the descriptors. In this study, the nonlinear characteristics of MCG are captured and hidden within the kernel before being submitted to the SOM. SOM is an unsupervised machine learning method developed by Kohonen [32–34]. It is often applied for novel detection and automated clustering of unknown data patterns based on iterative competitive learning method. Units within competitive model may be organized into one or more functional layers, in which the units in a single layer are grouped into disjoint cluster. During the learning processing, each unit within a cluster inhibits all others in the same cluster to attain the winning position. The unit receiving the largest input achieves its maximum output while all others are driven to zero. Learning is accomplished only on the winner and neighboring neurons, where weight vectors are adjusted toward the input pattern vector. No learning is taken place among the losers [27].
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Fig. 1. MCG waveform showing J–T interval which was subdivided into 32 data points to serve as input for IHD prediction.
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Fig. 2. Hierarchical network of BNN [19].

After training is complete, the resultant of competitive learning is presented to the output layer, which is normally arranged as either hexagonal or rectangular lattices. Usually, the hexagonal lattice is preferred because it offers a better visualization. The input data that hold the same properties are clustered together on the nearby neuron, in which the distance from one another is low. Frequently, the distances are represented by color spectrum on U-Matrix, a method for visualizing the cluster structure of the SOM. Therefore, the map is shaded to indicate the clustering tendency. Areas having low distance values in the U-Matrix form clusters, while those with high distance values on the U-Matrix indicate a cluster border [18].

2.3. BNN calculations

Supervised learning neural network calculations were performed with the back-propagation implementation of WEKA 3.4.3 [4]. The data sets were initially normalized to a range of 0 and 1 according to the following equation [35]:

\[ x_{\text{norm}} = \frac{x_i - x_{\text{min}}}{x_{\text{max}} - x_{\text{min}}} \]  

(1)

where \( x_{\text{norm}} \), \( x_i \), \( x_{\text{min}} \) and \( x_{\text{max}} \) refer to as the normalized data, the value of each instance, the minimum value and the maximum value of the data set, respectively.

To achieve the highest prediction performance and reduction of computational time, the redundancy and multi-collinearity of descriptors were discarded with UFS version 1.8. UFS is a computer software utilizing the variable reduction algorithm namely Unsupervised Forward Selection (UFS) [36]. Briefly, the UFS starts with selection of two descriptors that exhibit the highest degree of pairwise correlation. The descriptors with squared multiple correlation coefficient (\( R^2_{\text{max}} \)) less than the predefined value are selected while the rest are removed. As a result, a reduced set of 2–78 descriptors were selected from a total of 1152 descriptors. The optimal number of selected descriptors was then determined by making empirical trial-and-error learning on each data set. Sets of descriptors exhibiting the lowest predictive error were chosen as an optimal [35]. As a rule of thumb, optimal conditions for the BNN calculation were further performed by trial-and-error adjustment of various parameters including the number of nodes in hidden layer, the learning epoch, and the learning rate (\( \eta \)) and momentum (\( \mu \)) constants. Each optimization calculation was performed for 10 runs upon adjusting initial weight of learning (random seed) from 0 to 9. The average root mean square error (RMSE) of 10 runs was subsequently used as the measure of predictive error. The optimal number of nodes in the hidden layer was determined by varying the number of hidden nodes from 1 to 30 and observing the number of node that gave the lowest RMSE. Next, the best training time was determined by varying the training time or learning epoch at the optimal number of hidden nodes. As before, the training time that gave the lowest RMSE was chosen. Finally, learning rate and momentum were simultaneously adjusted, the pair giving the lowest predictive error was chosen as optimal.

2.4. DK-SOM calculations

The DK-SOM calculations were carried out with the Analyze/StripMiner software which was developed in-house [37]. In order to improve the prediction performance, kernel transformation was performed on the data set as data transformation during the preprocessing step. This procedure was referred to
as a direct kernel method. The nonlinear property of input data was captured and hidden in the kernel. Next, the traditional SOM calculation was applied on the kernel transformed data. The training procedure was divided into two phases, an ordering phase and a fine-tuning phase. The weights of learning were obtained by competitive learning while the winning neuron and its neighbors were updated according to the following equation:

$$w_{m}^{\text{new}} = (1 - \alpha) w_{m}^{\text{old}} + \alpha x_{m}^{p}$$

where \(x_{m}^{p}\) is a pattern vector with \(m\) feature, \(\alpha\) is the learning parameter and \(w\) represents the weight vector.

During the ordering phase, \(x_{m}^{p}\) was presented at random while \(\alpha\) was gradually reduced from 0.9 to 0.1. In addition, the neighborhood size was reduced from 6 to 1 on a hexagonal grid in a linear fashion. After 20,000 iterations, the ordering phase was terminated. In the second fine-tuning phase, \(\alpha\) was reduced from 0.1 to 0.01 in a linear fashion with predefined learning iteration of 50,000. In the testing period, the same kernel transformation procedure was applied to the testing set generating a proper dimension of the data. The resulting weights from the training process were then challenged on the kernel transformed testing set. Finally, the prediction performance was determined on a typical \(9 \times 18\) hexagonal grid (U-Matrix). The calculation processes are schematically summarized in Fig. 3.

3. Results

3.1. BNN parameter optimization

Optimization of the neural network architecture was carried out by determining various parameters in a trial-and-error manner using RMSE as a measure of error. This included the number of descriptors, the number of nodes in hidden layer, the number of learning epochs and the size of learning rate and momentum. For each parameter calculation, 10 runs were performed and the averages of the RMSE were calculated. Parameter exhibiting the lowest RMSE was then chosen as an optimal value.

By making a plot of RMSE versus the number of descriptors selected by UFS (Fig. 4), the optimal number of descriptors could be determined. It is observed that the number of descriptor of 12 generated minimal predictive error. Thus, it was chosen as the optimal number of descriptors. Next, the optimal number of nodes in the hidden layer was determined by plotting RMSE as a function of the number of hidden nodes. The number of hidden nodes was varied in the range of 1–30, the corresponding average RMSEs are represented in Fig. 5. The optimal number of nodes was found to be 2 since it gave the lowest RMSE. The most efficient learning epoch was obtained by plotting RMSE versus the number of learning epoch (Fig. 6). In the same manner, the learning epoch size was varied from 50 to 1000 at interval of 50. RMSE gradually decreased upon increasing the size of the learning epoch. The lowest
RMSE was observed at 350 epochs. Beyond 350 epochs minor deviation in RMSE was observed, therefore 350 learning epoch was established as the optimum of learning epoch. The optimal learning rate and momentum were determined by making a contour plot of RMSE as a function of the learning rate and momentum (Fig. 7). The momentum and learning rate were simultaneously varied in the range of 0–1. Each line shown in the contour plot represents constant value of RMSE while the shaded boxes correspond to the RMSE values obtained from the learning procedures and fitted onto the same surface model. Good learning rate and momentum were found in the middle left region of the plot. Thus, the optimal value of learning rate and momentum were chosen to be 0.3 and 0.4, respectively. Hence, automatic analysis of myocardial ischemia was performed using the empirically determined optimal parameter settings of 2, 350, 0.3 and 0.4 for hidden node, learning epoch size, learning rate and momentum, respectively.

3.2. DK-SOM calculation

The direct kernel transformed data set was introduced to Kohonen's SOM with a hexagonal grid dimension of $9 \times 18$. The Analyze/StripMiner software package was used for this analysis. The parameter values for the DK-SOM were fine-tuned using the training set prior to testing. The results are similar to the quality of classification as achieved by the trained expert [38–40]. A typical $9 \times 18$ U-Matrix map based on the
Fig. 8. Testing data together with training data are displayed on the SOM based on a $9 \times 18$ DK-SOM. Light colored cells indicate healthy cases, and dark colored cells show IHD cases. Patient IDs for the test cases are displayed as well.

direct kernel SOM is shown in Fig. 8. Dark hexagons indicate disease cases, while light hexagons represent healthy cases. Fully colored hexagons indicate the position of training data, whereas white- and dark-shaded numbers refer to the pattern identifiers of healthy and disease test cases. As represented on the U-Matrix map, a discrete organization between the healthy and the disease cases was observed. Nevertheless, some misclassifications were found at the boundary regions of the map.

The prediction results shown in the U-Matrix map are illustrated in the error plot (Fig. 9). The designed prediction performance can be achieved by changing the decision threshold. Therefore, possible outcomes were shown in ROC curve in which true positives were plotted against false negatives (Fig. 10). The closer the curve to the left and to the top border of the ROC plot, the higher the predictive performance of the models. In fact, any increase in sensitivity is accompanied by the decrease
1. True Positive
2. False Positive
3. 1.00.80.60.40.2
4. 1.00.80.60.40.2
5. Fig. 10. ROC curve of DK-SOM model.

Table 1
Confusion matrix represents prediction results obtained from BNN and DK-SOM machine learning

<table>
<thead>
<tr>
<th>Subjects</th>
<th>IHD</th>
<th>Control</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>IHD</td>
<td>26 (25)</td>
<td>3 (4)</td>
<td>29</td>
</tr>
<tr>
<td>Control</td>
<td>10 (6)</td>
<td>12 (16)</td>
<td>22</td>
</tr>
</tbody>
</table>

Numbers in the bracket were made by DK-SOM while the outsides were acquired by BNN.

Table 2
The prediction performance generated by both machine learning approaches (DK-SOM and BNN)

<table>
<thead>
<tr>
<th>Machine learnings</th>
<th>Accuracy(^a) (%)</th>
<th>Sensitivity(^b) (%)</th>
<th>Specificity(^c) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BNN</td>
<td>74.5</td>
<td>89.7</td>
<td>54.5</td>
</tr>
<tr>
<td>DK-SOM</td>
<td>80.4</td>
<td>86.2</td>
<td>72.7</td>
</tr>
</tbody>
</table>

\(^a\) = Accuracy = (true positive plus true negative test results)/all subjects.
\(^b\) = Sensitivity = true positive test results/all subjects with disease.
\(^c\) = Specificity = true negative tests results/all subjects without disease.

in specificity. Therefore, in this experiment, the cutoff was set as zero in order to achieve the best sensitivity and specificity (Fig. 9). The target values of disease cases and healthy controls were indicated by numerical values of −1 and 1, respectively. The predicted values falling in the region between the threshold and the target values are correctly classified, while those of misclassified are located outside the target region.

3.3. Prediction of IHD

Once the optimal conditions for machine learning were obtained, prediction of IHD was performed on the MCG testing set. As represented in the confusion matrix (Table 1), the data set of 51 testing subjects consists of 29 IHD patients and 22 healthy controls. Three IHD patients and 10 control subjects were misclassified by the BNN, while fewer misclassifications were obtained by the DK-SOM (four IHD patients and six control subjects). Thus, prediction accuracy of 80.4% was obtained by the DK-SOM, while 74.5% was observed from the BNN (Table 2). Furthermore, the specificity of prediction made by the DK-SOM was 72.7%, which was higher than that obtained from the BNN (54.5%). It is noteworthy that low specificity of the BNN was compensated by higher prediction sensitivity of up to nearly 90%. Both the DK-SOM and the BNN techniques presented sensitivity of up to 86.2% and 89.7%, respectively.

4. Discussion

MCG has increasingly been employed for non-invasive investigation of cardiac abnormalities. It can discriminate healthy and diseased cases at resting condition better than traditional ECG [41,42]. Regular interpretation of magnetic field map provides high values of sensitivity (83%) and specificity (96%) for differentiation of myocardial ischemia [43], which is twice higher in sensitivity and negative predictive values for detection of coronary artery disease as compared to ECG, troponin-I level and echocardiography approaches [12]. However, interpretation of MCG is time-consuming and requires highly skilled personnel. Attempts for automatic analysis of MCG have been performed. In our previous works, various machine learning algorithms have been applied on wavelet and time domains of MCG to differentiate between healthy and IHD. The DK-SOM and the direct kernel partial least square (DK-PLS) have been used as representative of unsupervised and supervised machine learning methods, respectively. Prediction accuracy has been found in the range of 71–83% [26]. A comparable result has been obtained by Fenici and coworkers [44] where utilization of T-wave extrema and effective magnetic dipole derived from magnetic field analysis in conjunction with the DK-PLS provided only 75% sensitivity and 85% specificity for detection of IHD. Moreover, regular T-wave analysis provides lesser sensitivity in the detection of coronary artery disease and abnormal clue on previous occurrence of myocardial infarction [43].

Herein, we report novel application of machine learning to predict IHD using J–T interval of MCG recording. Regular interpretation of J–T interval has been proven to provide high detection sensitivity to cardiac abnormality [45,46]. Our machine learning models reveal higher sensitivity (86.2%) and specificity (73%) for detection of IHD (Table 2). This is also attributable to the high performance of the DK-SOM on analysis of nonlinear and complex data, which is useful for pattern recognition purposes. Our data show that the BNN provides less specificity and accuracy, which on the contrary yields high sensitivity (90%). Therefore, BNN may be used initially to detect high risk individuals while false positive cases can subsequently be ruled out by the DK-SOM. Taken together, the intelligent capabilities of both the BNN and the DK-SOM offer good prospect in detecting IHD via magnetocardiograms in an automatic manner. We have demonstrated that the combined use of BNN and DK-SOM can maximize IHD screening on high risk population which serves as a beneficial assistance in MCG interpretation and rapid diagnosis.
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